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1 Introduction

This course is devoted to the study of the Foundations of Cyber-Physical Systems
[Plal2¢, Plal2b]. Lecture 3 on Choice & Control explained hybrid programs, a pro-
gram notation for hybrid systems [Pla08, Pla10, Plal2c, Plal2a]. Lecture 4 on Safety &
Contracts defined differential dynamic logic [Pla08, Pla10, Plal2c, Plal2a] as a speci-
fication and verification logic for hybrid programs. Lecture 5 on Dynamical Systems
& Dynamic Axioms and subsequent lectures studied proof principles for differential
dynamic logic with which we can prove correctness properties of hybrid systems. In
your labs, you have demonstrated aptly how you can model, specify, and verify quite
sophisticated and challenging robots.

Yet, there was one rather puzzling phenomenon that we noticed in Lecture 4 only
then did not have a chance to consider any further. For a hybrid program o and differ-
ential dynamic logic formula ¢, the modal formula

[a]¢

expresses that all final states reached by all runs of « satisfy the logical formula ¢. The
modal formula [a]¢ is, consequently, false exactly in those states from which « can reach
a final state that violates the safety condition ¢. Yet, what about states from which the
final state reached by running « is safe but some intermediate state along the execution
of o was not safe?

Shouldn’t systems that violate safety conditino ¢ at an intermediate state be consid-
ered unsafe as well?

The short answer is: that depends.

Does it even make a difference whether we study intermediate states as well or only
worry about final states?
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L16.2 Differential & Temporal Logics

The short answer is again: that depends.

What exactly it depends on and how to systematically approach the general case of
safety throughout the system execution is what today’s lecture studies. The key to the
answer will be understanding the temporal behavior of hybrid programs. The hybrid
trace semantics of hybrid programs will also give us a deeper understanding of the
hybrid aspect of time in hybrid systems.

This lecture is based on [Plal0, Chapter 4], which is a significant extension of [Pla07].

2 Temporalizing Hybrid Systems

In order to be able to distinguish whether a CPS is safe at the end of its run or safe al-
ways throughout its run, differential dynamic logic dZ will be extended with additional
temporal modalities. The resulting logic extends dC and is called differential temporal dy-
namic logic (dTL) [Plal0, Chapter 4]. The modal formula

[a]

of dC [P1a08, Plal2c] expresses that all final states reached by all runs of « satisfy the
logical formula ¢. The same dC formula [a]¢ is allowed in the logic dTL and has the
same semantics [Plal0, Chapter 4]. The new temporal modal dTL formula

[]0¢

instead, expresses that all states reached all along all traces of « satisfy ¢. Those two
modalities can be be used to distinguish systems that are always throughout from those
that are only safe in final states. For example, if the dTL formula

[a]p A =[a]0¢

is true in an initial state v, then the system « will be safe (in the sense of satisfying ¢)
in all final states reached after running « from v, but is not safe always throughout all
traces of all runs of « from v. Can that happen?

You should try to answer this question before it is discussed in a later part of these
lecture notes.

3 Syntax of Differential Temporal Dynamic Logic

The differential temporal dynamic logic dTL extends differential dynamic logic [Pla08,
Plal0, Plal2c] with temporal modalities for verifying temporal specifications of hybrid
systems. Hence, dTL has two kinds of modalities:

Modal operators. Modalities of dynamic logic express statements about all possible

behaviour ([a]7) of a system «, or about the existence of a trace (()), satisfying
condition 7. Unlike in standard dynamic logic, a is a model of a hybrid system.
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The logic dTL uses hybrid programs to describe « as in previous lectures. Yet,
unlike in standard dynamic logic [HKTO00] or dZ, 7 is a trace formula in dTL, and =
can refer to all states that occur during a trace using temporal operators.

Temporal operators. For dTL, the temporal trace formula [J¢ expresses that the for-
mula ¢ holds all along a trace selected by [a] or («). For instance, the state for-
mula («)0¢ says that the state formula ¢ holds at every state along at least one
trace of . Dually, the trace formula ¢ ¢ expresses that ¢ holds at some point dur-
ing such a trace. It can occur in a state formula («){ ¢ to express that there is such
a state in some trace of «, or as [a](¢ to say that along each trace there is a state
satisfying ¢. The primary focus of attention in today’s lecture is on homogeneous
combinations of path and trace quantifiers like [o](0¢ or (o) ¢.

The formulas of dTL are defined similarly to differential dynamic logic. However,
the modalities [a] and («) accept trace formulas that refer to the temporal behavior of
all states along a trace. Inspired by CTL and CTL* [EC82, EH86], dTL distinguishes
between state formulas, which are true or false in states, and trace formulas, which
are true or false for system traces. The sets Fml of state formulas and Fmly of trace
formulas with variables in ¥ are simultaneously inductively defined in Def. 1.

Definition 1 (dTL formula). The (state) formulas of differential temporal dynamic logic
(dTL) are defined by the grammar (where ¢, ¢ are dTL state formulas, 7 is a dTL
trace formula, 01, 8, (polynomial) terms, = a variable, o a HP):

G n= 01 =02[61 202 | =) [dAND|@VY o= [Vao|Tzg|lalr|(a)m

The trace formulas of dTL are defined by the grammar (where ¢ is a dTL state for-
mula):

mu=¢|Ug|0e
Operators >, <, <, <> can be defined as usual, e.g., ¢ <> = (¢ — ) A (Y — @).

- J

Formulas without OJ and ¢ are nontemporal formulas and have the same semantics as
the corresponding dZ formulas. Unlike in CTL, dTL state formulas are true on a trace if
they hold for the last state of a trace, not for the first. Thus, dTL formula [a]¢ expresses
that ¢ is true at the end of each trace of o, which is the same as the dC formula [a]¢. In
contrast, [a]d¢ expresses that ¢ is true all along all states of every trace of . This com-
bination gives a smooth embedding of nontemporal dZ into dTL and makes it possible
to define a compositional calculus. Like CTL, dTL allows nesting with a branching time
semantics [EC82], e.g., [a]0(x > 2 — (8)0z < 0).

4 Trace Semantics of Hybrid Programs

In differential dynamic dZ [Pla08, Plal2c] from Lecture 4, modalities only refer to the
final states of system runs and the semantics is a reachability relation on states: State w
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is reachable from state v using system « if there is a run of o which terminates in w
when started in v. For dTL, however, formulas can refer to intermediate states of runs
as well. To capture this, we change the semantics of a hybrid system « to be the set of
its possible traces, i.e., successions of states that occur during the evolution of . The
relation between the initial and the final state alone is not sufficient.

States define the values of system variables during a hybrid evolution. A state is a
map v : ¥ — R. In addition, we distinguish a separate state A to denote the failure of a
system run when it is aborted due to a test 7x that yields false. In particular, A can only
occur at the end of an aborted system run and marks that no further extension of that
trace is possible because of a failed test. The set of all states is denoted by S.

Hybrid systems evolve along piecewise continuous traces in multi-dimensional space
as time passes. Continuous phases are governed by differential equations, whereas dis-
continuities are caused by discrete jumps in state space. Unlike in discrete cases [Pra79,
BS01], traces are not just sequences of states, since hybrid systems pass through un-
countably many states even in bounded time. Beyond that, continuous changes are
more involved than in pure real time [ACD90, HNSY92], because all variables can
evolve along differential equations with different slopes. Generalizing the real-time
traces of [HNSY92], the following definition captures hybrid behaviour by splitting the
uncountable succession of states into periods o; that are regulated by the same control
law. For discrete jumps, some of those periods are point flows of duration 0.

The (trace) semantics of hybrid programs is compositional, that is, the semantics of
a complex program is defined as a simple function of the trace semantics of its parts.
What a hybrid trace captures is the full temporal evolution of a hybrid system. Hybrid
systems can behave in different ways, so their trace semantics will be a set of hybrid
traces, each of which describes one particular temporal evolution over time. Time,
however, is hybridized to a pair (i,() of a discrete time index i € N and a real time
point ¢ € R. A single time component ( € R itself would an inadequate model of
time for hybrid systems, because hybrid systems can make progress by a discrete tran-
sition without continuous time passing. That happens whenever discrete controls take
action. Continuous time only passes during continuous evolutions along differential
equations. Discrete actions only make discrete time index ¢ pass.

~

Definition 2 (Hybrid trace). A trace is a (nonempty) finite or infinite sequence
o = (09, 01,02, ...)of functions o; : [0, ;] — S with their respective durations r; € R
(for ¢ € N). A position of o is a pair (¢, () with ¢ € N and ¢ in the interval [0, r;]; the
state of o at (4, ) is 0;((). Positions of o are ordered lexicographically by (¢, ¢) < (7, &)
iff either ¢ < j, or i = j and ¢ < &. Further, for a state v € S, 7: 0 — v is the point
flow at v with duration 0. A trace ferminates if it is a finite sequence (o, 01, ..., 05)
and o, () # A. In that case, the last state o,,(r,,) is denoted by last 0. The first
state 0((0) is denoted by first o.

g J

Unlike in [ACD90, HNSY92], the definition of traces also admits finite traces of bounded
duration, which is necessary for compositionality of traces in «; 3. The semantics of
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hybrid programs « as the set 7(«) of its possible traces depends on valuations [-],, of
formulas and terms at intermediate states v. The valuation of terms and interpretations
of function and predicate symbols are as for real arithmetic (Lecture 4). The valuation
of formulas will be defined in Def.6. Again, we use v to denote the modification that
agrees with state v on all variables except for the symbol x, which is changed to d € R.

Definition 3 (Trace semantics of hybrid programs). The trace semantics, (), of a
hybrid program c, is the set of all its possible hybrid traces and is defined induc-
tively as follows:

1. 7(x:=0) = {(V,w) : w=vexceptthat [z] , = [0], forv € S}

2. 72’ =0& H)={(p) : ¢(t) Ea’=60and p(t) = H forall 0 < ¢t < r for a so-
lution ¢ : [0,r] = S of any duration r}; i.e., with ¢(t)(z') L %}@(t), @
solves the differential equation and satisfies H at all times, see Lecture 2.

3. 7(7) = {(®) : [xl, = true} U{(?,A) : [x], = false}
4. T(aUB) =1(a) UT(B)

5 7(a;8) ={ooc : 0 €7(), s € 7(3) when o o< is defined};
the composition of o = (09, 01,02, ...) and ¢ = (<, 1,52, ... ) is

(00y--+,0n,5,61,...) if o terminates at o,, and last o = first¢
go¢:=<o if o does not terminate
not defined otherwise
6. T(a*) = U,en (@), where o™ := (a™; a) for n > 1, as well as o' := o and
a? := (?true).

- J
Time passes differently during discrete and continuous change. During continuous
evolution, the discrete step index i of positions (4,() remains constant, whereas the
continuous duration ¢ remains 0 during discrete point flows. This permits multiple

discrete state changes to happen at the same (super-dense) continuous time, unlike in
other approaches [ACD90].

Example 4. For comparing the transition semantics of hybrid programs for dC from
Lecture 3 and the trace semantics of hybrid programs for dTL from Def. 3, consider the
following simple hybrid program o:

a:=—2a; a:=a’.

The transition semantics is just the relation between initial and final states:

pla) = {(v,w) : wislike v except that w(a) = 4v(a)?}.
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In particular, the dC formula [a]a > 0 is valid, because all final states have a square as
the value of a. In contrast, the trace semantics of « retains all intermediate states:

(o) = {(P,5,0) : sislike v except s(a) = —2v(a)
and w is like s except w(a) = s(a)? = 4v(a)?}.
During these traces, a > 0 does not hold at all states. If the trace starts with a positive
value (v |= a > 0), then it will become negative at the point flow s (where s = a < 0),
yet recover to a positive value (w = a > 0) at the end.

Example 5. The previous example only had discrete jumps, and, thus, the traces only
involved point flows. Now consider the hybrid program 3 from the train context:

/ / / /
a:=—b;Z =v,v=a; 7v>0;a:=4; 2 =v,v =a.

The transition semantics of this program only considers successful runs to completion.
In particular, if A > 0, the velocity v will always be nonnegative at the end (otherwise
the test 7v > 0 in the middle fails and the program aborts), because the last differential
equation will accelerate and increase the velocity again. Thus, the position z at the end
of the program run will never be smaller than at the beginning.

If, instead, we consider the trace semantics of /3, all intermediate states are in the set
of traces:

m(8) = {(to, i1, ¢1, fiz, i3, 2) = p1 = pola — —po(b)] and
1 is a state flow of some duration r; > Owith ¢y =2 =vAv =a

starting in ¢;(0) = p1 and ending in a state with ¢;(r1)(v) > 0

and p2 = ¢1(r1), p3 = e1(r1){a — ¢1(r1)(A)] and
(9 is a state flow of some duration 7o > 0 with o = 2 =v AV =a

starting in 9(0) = p3 and ending in state @a(r2)}

U {(fio H1, 1, iz, A) © 1 = pola — —po(b)] and
1 is a state flow of some durationr > Owith o = 2/ =vAv =a
starting in ¢;(0) = p1 and ending in a state with ¢y (r)(v) <0
further us = p1(r)}.

The first set is the set of traces where the test 7v > 0 in the middle succeeds and the
system continues. The second set (after the union) is the set of traces that are aborted
with A during their execution, because the middle test fails. Note that the traces in the
tirst set have two continuous flows 1, ¢ and four point flows jio, ji1, fi2, i3 in each
trace. The traces in the second set have only one continuous flow ¢; and three point
tflows fip, f11, 112, because the subsequent aborting point flow A does not terminate and
aborts all further execution. In the trace semantics, v < 0 is possible in the middle of
some traces, which is a fact that the transition semantics does not notice. Combining
traces for o U 3, that is, for

(a:=—2a; a:=a*)U(a:=—b; 2 =v,0' =a; 7v>0; a:=A; 2/ =v,v' =a)
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is just the union 7(«) U 7(3) of the traces 7(c) and 7(3) from Examples 4 and 5. Note
that a < 0 will hold at least once during every trace of o U f3, either in the beginning, or
after setting a := —2a or a := —b, respectively, when we assume b > 0.

5 Semantics of State and Trace Formulas

In the semantics of dTL formulas, the dynamic modalities determine the set of traces
according to the trace semantics of hybrid programs, and, independently, the tempo-
ral modalities determine at which points in time the respective postcondition needs
to hold. The semantics of formulas is compositional and denotational, that is, the se-
mantics of a complex formula is defined as a simple function of the semantics of its
subformulas.
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( )
Definition 6 (dTL semantics). The satisfaction relationv |= ¢ for a dTL (state) for-

mula ¢ in state v is defined inductively:

v = (61 = 02) iff [61], = [62],.

v = (61 2 62) iff [61], > [62],.

v~ iff v I 6, ie. if it is not the case that v = g.

v pAG Iy = pandy = .

v ¢V oiffy = dorv = 9.

v ¢ Piffv e porv = 9.

v o Biff (v = pand v | ¥)or (v I ¢ and v I ).
vEVzoiff vd | ¢ foralld € R.

v | Jx¢iff vd |= ¢ for some d € R.

v |= o] iff for each trace o € 7(«)that starts in first o = v, if [x], is defined,
then [r], = true.

v |= (a)m iff there is a trace o € 7(a) starting in first 0 = v such that [r], is
defined and [7], = true.

For trace formulas, the valuation [-]_, with respect to trace o is defined inductively
as:

1. If ¢ is a state formula, then [¢] = [¢],4 ., if 0 terminates, whereas [¢], is not
defined if o does not terminate.

2. [@¢], = trueiff 0;(¢) = ¢ holds for all positions (i, ¢) of o with 0;(¢) # A.

L 3. [0¢], = trueiff 0;(¢) = ¢ holds for some position (i, () of o with o;(¢) # A. )

As usual, a (state) formula is valid if it is true in all states. If v |= ¢, then we say that
dTL state formula ¢ is true at v or that v is a model of ¢. A (state) formula ¢ is valid,
written F ¢, iff v |= ¢ for all states v. A formula ¢ is a consequence of a set of formulas
T, written I E ¢, iff, for each v: (v |= ¢ for all ¢ € T') implies that v |= ¢. Likewise, for
trace formula 7 and trace o we write o |= 7 iff [7], = true and o (£ 7 iff [7]_ = false. In
particular, we only write o |= 7 or ¢ [~ 7 if 7], is defined, which it is not the case if
is a state formula and o does not terminate. The points where a dTL property ¢ has to
hold for the various combinations of temporal and dynamic modalities are illustrated
in Fig. 1.
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Figure 1: Trace semantics of dTL formulas
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6 Conservative Temporal Extension

The following result shows that the extension by temporal operators that dTL provides
does not change the meaning of nontemporal d formulas. The trace semantics given
in Def. 6 is equivalent to the final state reachability relation semantics given in Lecture
4 for the sublogic dZ of dTL.

Proposition 7 (Conservative temporal extension [Plal0, Proposition 4.1]). The logic dTL
is a conservative extension of nontemporal dC, i.e., the set of valid dC formulas is the same
with respect to transition reachability semantics of dC (Lecture 4) as with respect to the trace
semantics of dTL (Def. 6).

The proof is by induction using that the reachability relation fits to the trace seman-
tics. That is, the reachability relation semantics of hybrid programs agrees with the first
and last states of the traces in the trace semantics.

Lemma 8 (Trace relation [Plal0, Lemma 4.1]). For hybrid programs c:
pla) = {(first o,last o) : o € 7(a) terminates}.

In particular, the trace semantics from today’s lecture fits seamlessly to the original
reachability semantics that was the basis for the previous lectures. The trace seman-
tics exactly satisfies the objective of characterizing the same reachability relation be-
tween initial and final states, while, in addition, keeping a trace of all intermediate
states around. For nontemporal dTL formulas and for dZ formulas, this full trace with
intermediate states is not needed, because the reachability relation between initial and
final states is sufficient to define the meaning For temporal dTL formulas, instead, the
trace is crucial to give a meaning to [J and ¢.

7 Summary
This lecture introduced a temporal extension of the logic dZ and a trace semantics of
hybrid programs. This extends the syntax and semantics to the presence of temporal

modalities. The next lecture investigates how to prove temporal properties of hybrid
systems.

Exercises
Exercise 1. Can you give a formula of the following form that is valid?

[]0¢ A =[o]¢

Exercise 2. In which case does the temporal [«|0¢ differ from the nontemporal [a]¢.
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