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1 Introduction

! Lecture 5 investigated dynamic axioms for dynamical systems, i.e. axioms in differ-
ential dynamic logic (dC) that characterize operators of the dynamical systems that d_
describes by hybrid programs in terms of structurally simpler dZ formulas. That lecture
did not show all important axioms yet, but still showed enough to prove a property of
a bouncing ball. Yet, there’s more to proofs than just axioms. Proofs also have proof
rules for combining fragments of arguments into a bigger proof by proof steps.

Recall that our proof about the (single-hop) bouncing ball still suffered from at least
two issues. It was a sound proof and an interesting proof. But the way we had come up
with the proof was somewhat undisciplined, because we just applied axioms seemingly
at random at all kinds of places all over the logical formulas. After we see such a
proof, that is not a concern. But better structuring would help us find proofs more
constructively. The second issue was that the axioms for the dynamics that Lecture 5
showed us did not actually help in proving the propositional logic and arithmetic parts.

The lecture today addresses both issues by imposing more structure on proofs and,
as part of that, handle the operators of first-order logic that differential dynamic logic
inherits (propositional connectives such as A, vV, =) and quantifiers V, 3). As part of the
structuring, we will make ample and crucial use of the dynamic axioms from Lecture
5. Yet, they will be used in a more structured way than so far.

These notes are based on [Pla08, Pla10, Chapter 2.5.2], where more information can
be found in addition to more information in [Plal0, Appendix A]. Sequent calculus is

1By both sheer coincidence and by higher reason, the title of this lecture turns out to be closely related to
the subtitle of a well-known book on mathematical logic [And02], which summarizes the philosophy
we pursue here in a way that is impossible to improve upon any further: To truth through proof.
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Le6.2 Truth & Proof

discussed in more detail also in the handbook of proof theory [Bus98]. More resources
and background material on first-order logic is also listed on the course web page.

2 Truth and Proof

Truth is defined by the semantics of logical formulas. The semantics gives a mathemat-
ical meaning to formulas that, in theory, could be used to establish truth of a logical
formula. In practice, this is usually less feasible, for one thing, because quantifiers of
differential dynamic logic quantify over real numbers (after all their variables may rep-
resent real quantities like velocities and positions). Yet, there are infinitely many of
those, so determining the truth value of a universally quantified logical formula di-
rectly by working with its semantics is challenging since that’d require instantiating it
with infinitely many real numbers. The same matter is even more difficult for the hy-
brid dynamics involved in modalities of differential dynamic logic formulas, because
hybrid systems have so many possible behaviors.

Yet, we are still interested in establishing whether a logical formula is true. Or, actu-
ally, whether the formula is valid, since truth of a logical formula depends on the state
(cf. definition of v |= ¢ in Lecture 4) whereas validity of a logical formula is indepen-
dent of the state (cf. definition of F ¢), because validity means truth in all states.

The validity of logical formulas can be established by other means, namely by pro-
ducing a proof of that formula. Like the formula itself, but unlike its semantics, a proof
is a syntactical object that is amenable, e.g., to representation and manipulation in a
computer. This finite syntactical argument represented in a proof witnesses validity
of a logical formula. Proofs can be produced in a machine. They can be stored to be
recalled as witnesses and evidence for the validity of their conclusion. And they can
be checked by humans or machines for correctness. They can also be inspected for an-
alytic insights about the reasons for the validity of a formula, which goes beyond the
factual statement of validity. A proof justifies the judgment that a logical formula is
valid, which, without such a proof as evidence, is no more than an empty claim.

Truth and proof should be related intimately, because we would only want to accept
proofs that imply truth, i.e. proofs that imply their consequences to be valid if their
premises are. That is, proof systems should be sound to be reliable. The converse
question is that of completeness, whether all true formulas (again in the sense of valid)
can be proved, which turns out to be much more subtle.

3 Sequents

Sequent calculus was originally developed by Gerhard Gentzen [Gen35] for studying
properties of natural deduction calculi. Sequent calculus has been used very success-
fully for numerous other purposes since.

Sequents are essentially a standard form for logical formulas that is convenient for
proving purposes.
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Note 1. A sequent is of the form I' = A, where the antecedent I' and succedent A are
finite sets of formulas. The semantics of I' = A is that of the formula N\ yer & — Vyen ¥

For quantifier elimination rules, we will later make use of this fact by considering se-
quent I' F A as an abbreviation for the latter formula. Empty conjunctions are equiva-
lent to true. Empty disjunctions are equivalent to false. Hence, the sequent - A means
the same as the formula A. The empty sequent - means the same as the formula false.

The antecedent I' can be thought of as the formulas we assume to be true, whereas
the succedent A can be understood as formulas for which we want to show that at
least one of them is true assuming all formulas of I" are true. So for proving a sequent
I' - A, we assume all I' and want to show that one of the A is true. For some simple
sequents like I', ¢ - ¢, A, we directly know that they are valid, because we can certainly
show ¢ if we assume ¢ (in fact, we will use this as an axiom). For other sequents, it is
more difficult to see whether they are valid (true under all circumstances) and it is the
purpose of a proof calculus to provide a means to find out.

The antecedent and succedent of a sequent are considered as sets. So the order of
formulas is irrelevant, so we implicitly adopt what is called the exchange rule and do
not distinguish between the following two sequents

A BFA and TI.,B,AFA
nor do we distinguish between
I'C,D,A and TF D,C,A

Antecedent and succedent are considered as sets, not multisets, so we implicitly adopt
what is called the contraction rule and do not distinguish between the following two
sequents

IAJAE A and NAEA

nor do we distinguish between
r=c,c,A and '=cC,A

The only structural rule of sequent calculus that we will find reason to use explicitly
in practice is the weakening proof rule (alias hiding proof rule) that can be used to remove
or hide formulas from the antecedent (W1) or succedent (Wr), respectively:

'FA
I'ko¢,A
'kA
oA

Weakening rules are sound, since it is fine in structural logics to prove a sequent with
more formulas in the antecedent or succedent by a proof that uses only some of those
formulas. This is different in substructural logics such as linear logic.

(Wr)

(W)
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ToF A T+ ¢ 4, A TH¢A Ty A
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Figure 1: Propositional proof rules of sequent calculus

4 Propositional Proof Rules

For propositional logic, standard propositional rules —r—cut with the cut rule are listed
in Fig. 1. They decompose the propositional structure of formulas. Rules —r and —1 use
simple dualities caused by the implicative semantics of sequents. Essentially, instead
of showing —¢ in the succedent, we assume the contrary ¢ in the antecedent with rule
—r. In rule -, instead of assuming —¢ in the antecedent, we show the contrary ¢ in the
succedent. Rule Vr uses the fact that formulas are combined disjunctively in succedents,
rule Al that they are conjunctive in antecedents. The comma between formulas in an
antecedent has the same effect as a conjunction, and the comma between formulas in
the succedent has the same effect as a disjunction. Rules V1 and Ar split the proof into
two cases, because conjuncts in the succedent can be proven separately (Ar) and, dually,
disjuncts of the antecedent can be assumed separately (V1). For Ar we want to show
conjunction ¢ A 9, so in the left branch we proceed to show I' - ¢, A and, in addition,
in the right branch we show I' - ¢, A, which, together, entail I' - ¢ A ¢, A. If, as in rule
V1, we assume disjunction ¢ V 9 as part of the antecedent, then we do not know if we
can assume ¢ to hold or if we can assume 1 to hold in the antecedent, but know only
that one of them holds. Hence, as in a case distinction, V1 considers both cases, the
case where we assume ¢ in the antecedent, and the case where we assume . If both
subgoals can be proven, this entails I', ¢ V ¢ = A. Rules —r and —1 can be derived from
the equivalence of ¢ — 1 and —¢ V 9. Rule —r uses the fact that implication — has the
same meaning as the sequent arrow - of a sequent. Intuitively, to show implication
¢ — 1, rule —r assumes ¢ (in the antecedent) and shows 1 (in the succedent). Rule —1
assumes an implication ¢ — 9 to hold in the antecedent, but we do not know if this
implication holds because ¢ is false, or because ¢ is true, so —1 splits into those two
branches.

The axiom rule ax closes a goal (there are no further subgoals, which we sometimes
mark * explicitly), because assumption ¢ in the antecedent trivially entails ¢ in the
succedent (sequent I', ¢ - ¢, A is a simple syntactic tautology).

Rule cut is the cut rule that can be used for case distinctions: The right subgoal as-
sumes any additional formula ¢ in the antecedent that the left subgoal shows in the
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succedent. Dually: regardless of whether ¢ is actually true or false, both cases are cov-
ered by proof branches. We only use cuts in an orderly fashion to derive simple rule
dualities and to simplify meta-proofs. In practical applications, cuts are not needed in
theory. But in practice, complex practical applications make use of cuts for efficiency
reasons. Cuts an be used, for example, to simplify arithmetic.

Even though we write sequent rules as if the principal formula (like ¢ A ¢ in Ar,Al)
were at the end of the antecedent or at the beginning of the succedent, respectively, the
sequent proof rules can be applied to other formulas in the antecedent or succedent,
respectively, because we consider their order to be irrelevant.

5 Proofs

The dZ calculus has further proof rules. But before investigating those, let us first un-
derstand already what a proof is and what it means to prove a logical formula. The
same notion of proof and provability works for propositional logic as it does for differ-
ential dynamic logic, except that the latter has more proof rules.’

A formula ¢ is provable or derivable (in the dZ calculus) if we can find a dC proof
for it that starts with axioms (rule ax) at the leaves and ends with a sequent F ¢ at the
bottom and that has only used dC proof rules in between. While constructing proofs,
however, we would start with the desired goal + ¢ at the bottom and work our way
backwards to the subgoals until they can be proven to be valid as axioms (ax). Once all
subgoals have been proven to be valid axioms, they entail their consequences, which,
recursively, entail the original goal - ¢. This property of preserving truth or preserving
entailment is called soundness. Thus, while constructing proofs, we work bottom-up
from the goal. When we have found a proof, we justify formulas from the axioms top-
down to the original goal.

We write 4, ¢ iff dC formula ¢ can be proved with dC rules from dC axioms. That
is, a dC formula is inductively defined to be provable in the d sequent calculus if it is
the conclusion (below the rule bar) of an instance of one of the d sequent proof rules,
whose premises (above the rule bar) are all provable. A formula ¢ is provable from a
set @ of formulas, denoted by ® -4, v, iff there is a finite subset ®; C ® for which the
sequent ®( I 1 is provable.

Example 1. A very simple (in fact propositional) proof of the formula
02 <10Ab>0—=b>0A (=(v>0)Ve?<10) (1)
is shown in Fig. 2. The proof starts with the proof goal as a sequent at the bottom:
Fu2<10Ab>0—=b>0A (=(v>0)Vo? <10).

and proceeds applying proof rules upwards.
The first (i.e., bottom most) proof step applies proof rule —r to turn the implica-
tion (—) to the sequent level by moving the assumption into the antecedent. The next

% There is one subtlety with quantifier elimination that
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%
* “ 9?2 <10,b>0F =(v>0),0% <10
@ o2 <10,b>0Fb>0 M2 <10Ab>0F =(v > 0),02 < 10
M2 <10Ab>0Fb>0 Y2 <10Ab>0F =(v>0) Vo2 <10
nr v2<10AD>0Fb>0A (=(v>0)Vo? <10)
e Fu2<10Ab>0—b>0A (=(v>0) Vo2 <10)

v 2>
(U

Figure 2: Simple propositional example proof

proof step applies rule Ar to split the proof into the left branch for showing that con-
junct b > 0 follows from the assumptions in the antecedent and into the right branch
for showing that conjunct —(v > 0) v v2 < 10 follows from the antecedent also. On the
left branch, the proof closes with an axiom ax after splitting the conjunction A on the
antecedent with rule Al. We mark closed proof goals with x, just to indicate that we did
not just stopped writing. The right branch closes with an axiom ax after splitting the
disjunction (V) in the succedent with rule vr and then splitting the conjunction (A) in
the antecedent with rule Al. Now that all branches of the proof have closed (with ax),
we know that all leaves at the top are valid, and, hence, since the premises are valid,
each application of a proof rule ensures that their respective conclusions are valid also.
By recursively following this derivation from the leaves at the top to the original root at
the bottom, we see that the original goal is valid and formula (1) is, indeed, true under
all circumstances (valid).

While this proof does not show anything particularly exciting, because it only uses
propositional rules, it shows how a proof can be built systematically in the dZ calculus
and gives an intuition as to how validity is inherited from the premises to the conclu-
sions.

6 Dynamic Proof Rules

Lecture 5 has shown axioms for dynamical systems that correspond to the operators
of hybrid programs in [-] modalities of differential dynamic logic [Pla12]. These were
equivalence axioms which represent schemata of valid formulas such as

(U] [2U B¢ = [a]o A B¢

How can such valid equivalences be used in the context of a sequent calculus? There is
more than one productive way to do that.

The dC axioms such as [U] are primarily meant to be used for replacing the left-hand
side [a U 3]¢ by the structurally simpler right-hand side [a]¢ A [5]¢, because that direc-
tion of use assigns meaning to [« U 3]¢ in logically simpler terms, i.e. as a structurally
simpler logical formula. The following two sequent proof rules allow replacements in
that direction for formulas in the antecedent ([U]/) and succedent ([U]r), respectively.
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I'F [o]g A Bl A

" T 70080, 4
I [aJo A[BloH A
D T eugsr 5

The sequent proof rules [U]r,[U]l are more systematic in that they orient the use of
the axiom [U] in the direction that makes formulas structurally simpler. Without such
direction, proofs could apply axiom [U] from left to right and then from right to left and
from left to right again forever without making any progress. That does not happen
with [U]r,[U]l, because they cannot simply go back.?> Furthermore, the sequent rules
[U]r,[U]l focus the application of axiom [U] to the top level of sequents. That is, [U]r,[U]!
can only be used for formulas of the succedent or antecedent, respectively, that are
of the form [a U ]¢, not to any subformulas within that happen to be of this form.
Abiding both of those restrictions imposes more structure on the proof, compared to
the proof we produced in Lecture 5.

Reconsidering the contract-type rules from Lecture 4, we could have turned [U] into
the following two sequent proof rules instead of into [U]r,[U]i:

Ik (a6, A TF [8o,A

R —Fr ude.a
I, [alg, [Blo - A
RY) T uger A

These rules R14,R15 already split into separate subgoals (R14) or separate formulas
(R15), respectively. It would be fine to use sequent rules R14,R15 instead of [U]r,[U]],
and, in fact, earlier versions of KeYmaera did. The disadvantage of rules R14,R15 com-
pared to [U]r,[U]l is that rules R14,R15 have a less obvious relation to axiom [U] and that
they are asymmetric (they both look surprisingly different). This nuisance is overcome
in [U]r,[U]l, from which rules R14,R15 follow immediately with just one more applica-
tion of rules Ar or Al respectively. Thus, [U]r,[U]l are more elementary and more atomic
in that they isolate the proof-theoretical meaning of [a U 3]¢, as opposed to already in-
corporating parts of the meaning of A as well, which is what propositional rules Ar,Al
are supposed to capture.

The other dC axioms from Lecture 5 translate into sequent calculus proof rules in the
same way. The dynamic modality rules transform a hybrid program into structurally
simpler logical formulas by symbolic decomposition.

For Fig. 3, we adopt a convention to simplify notation. Instead of rules [U]r,[U][, Fig. 3
shows a single symmetric rule [U] that does not mention the sequent sign F :

[a]o A [Bl¢
[aU fl¢

This is abbreviated notation to say that the same rule from a conclusion with a formula
[a U f] in either antecedent or succedent can be proved from a premise with formula

? Albeit, going back is still possible indirectly when using a reasonably creative cut. But that requires an
intentional extra effort to do so.
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L6.8 Truth & Proof

[a]o A [B]¢ in the antecedent or succedent, respectively. That is, we consider the sym-
metric rule [U] as an abbreviation for the two rules [U]r,[U]l. Fig.3 lists a single sym-
metric rule [U] but we pretend it had both rules [U]r,[U]l. The same applies to the other
symmetric rules in Fig. 3, which each have a version of the rule for the antecedent and
a version of the rule for the succedent. The antecedent version of [;] is called [;]1, its
succedent version is called [;]r. The antecedent version of [] is called []], its succedent
version is called ['|r and so on.

A (@) (B)e ay V()T &
5 [[Ble oy @A 0o @
(a)p V (B)o H A o >0 (VO<i<t (z:=y () H) A (z:=y(t))9)
W Zatme ) wme ) (=0 H)9 1
(U) M ) H — 1 V>0 ((V0<i<t[z:=y())|H) — [z:=y(t)]9) 1
[ U Bl - [PHIY 2" = 0& H]¢

!t and £ are fresh logical variables and (z := y(t)) is the discrete assignment belonging to the solution y
of the differential equation with constant symbol = as symbolic initial value.

Figure 3: Dynamic proof rules of dC sequent calculus

Nondeterministic choices split into their alternatives ((U),[U]). For rule [U]: If all «
transitions lead to states satisfying ¢ (i.e., [a]¢ holds) and all /5 transitions lead to states
satisfying ¢ (i.e., [5]¢ holds), then, all transitions of program « U /3 that choose between
following a and following 3 also lead to states satisfying ¢ (i.e., [« U 3]¢ holds). Dually
for rule (U), if there is an « transition to a ¢ state ((«)¢) or a S-transition to a ¢ state
((B)®), then, in either case, there is a transition of o U 3 to ¢ ((«w U 3)¢ holds), because
a U 3 can choose which of those transitions to follow. A general principle behind the
dC proof rules that is most noticeable in (U),[U] is that these proof rules symbolically
decompose the reasoning into two separate parts and analyse the fragments o and
separately, which is good for scalability. For these symbolic structural decompositions,
it is very helpful that d_ is a full logic that is closed under all logical operators, includ-
ing disjunction and conjunction, for then the premises in [U],(U) are dC formulas again
(unlike in Hoare logic [Hoa69]).

Sequential compositions are proven using nested modalities ((;),[;]). For rule [;]: If
after all a-transitions, all S-transitions lead to states satisfying ¢ (i.e., [@][3]¢ holds),
then also all transitions of the sequential composition «; 5 lead to states satisfying ¢
(i.e., [a; B]¢ holds). The dual rule (;) uses the fact that if there is an a-transition, after
which there is a §-transition leading to ¢ (i.e., («)(/5)¢), then there is a transition of a; 5
leading to ¢ (that is, («; 5)¢), because the transitions of «; § are just those that first do
any a-transition, followed by any g-transition.

Rules (*"),[*"] are the usual iteration rules, which partially unwind loops. Rule (*")
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uses the fact that ¢ holds after repeating o (i.e., (a*)¢), if ¢ holds at the beginning
(for ¢ holds after zero repetitions then), or if, after one execution of «, ¢ holds after
any number of repetitions of «, including zero repetitions (i.e., (a)(a*)¢). So rule (*")
expresses that for (a*)¢ to hold, ¢ must hold either immediately or after one or more
repetitions of . Rule [*"] is the dual rule expressing that ¢ must hold after all of those
combinations for [a*]¢ to hold.

Tests are proven by showing (with a conjunction in rule (?)) or assuming (with an
implication in rule [7]) that the test succeeds, because test 7H can only make a transition
when condition H actually holds true. Thus, for dC formula (?H)¢, rule (?) is used
to prove that H holds true (otherwise there is no transition and thus the reachability
property is false) and that ¢ holds after the resulting no-op. Rule [?] for dC formula
[?H]¢, in contrast, assumes that H holds true (otherwise there is no transition and thus
nothing to show) and shows that ¢ holds after the resulting no-op.

Given first-order definable flows for their differential equations, proof rules (’),[']
handle continuous evolutions. These flows are combined in the discrete jump set = := y(t).
Given a solution x := y(t) for the differential equation system with symbolic initial val-
ues z1,...,&,, continuous evolution along differential equations can be replaced by a
discrete jump (z:=y(t)) with an additional quantifier for the evolution time ¢. The
effect of the constraint on H is to restrict the continuous evolution such that its solu-
tion x := y(t) remains in the evolution domain H at all intermediate times ¢ < t. This
constraint simplifies to true if the evolution domain restriction H is true, which makes
sense, because there are no special constraints on the evolution (other than the differen-
tial equations) if the evolution domain region is described by true, hence the full space
R™. A notable special case of rules ['| and (') is when the evolution domain H is true:

V>0 (= y(t))d H2>0(z:=y(t))¢

2
W =01, 2 = 0,0 @ = b, 2 = 0} )

7 Quantifier Proof Rules

'k ¢(0), 3z ¢(z), A T'F é(s(X1,.., X)), A
A e N e o= Vz ¢(z), A ’

F7¢(9)7V$¢($) HA Fa¢(S(X17"7Xn)) HA
W) Ve r a L@ I3z (z) - A 2

10 is an arbitrary term, often a new (existential) logical variable X.
25 is a new (Skolem) function and X1, .., X, are all (existential) free logical variables of Vx ¢(x).

Figure 4: Proof rules for first-order quantifiers

Rules Jr,V1,vr,3l are standard proof rules for first-order logic. For explaining these
quantifier proof rules, let us first assume for a moment there are no (existential) free
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variables X1, ..., X,, (i.e. n = 0) and use what is known as the ground calculus.

The quantifier proof rules work much as in mathematics. Consider Vr, where we
want to show a universally quantified property. When a mathematician wants to show
a universally quantified property Vz ¢(z) to hold, he could choose a fresh symbol s
(called Skolem function symbol) and prove that ¢(s) holds (for s). Then the mathe-
matician would remember that s was arbitrary and his proof did not assume anything
special about the value of s. So he would conclude that ¢(s) must indeed hold for all s,
and that hence Vz ¢(z) holds true. For example, to show that the square of all numbers
is nonnegative, a mathematician could start out by saying “let s be an arbitrary num-
ber”, prove 52 > 0 for s, and then conclude Vz (22 > 0), since s was arbitrary. Proof rule
Vr essentially makes this reasoning formal. It chooses a new (function) symbol s and re-
places the universally quantified formula in the succedent by a formula for s (with all
free logical variables X1, ..., X,, added as arguments, as we explain below). Notice,
of course, that it is important to choose a new symbol s that has not been used (in the
sequent) before. Otherwise, we would assume special properties about s that may not
be justified.

Consider Jr, where we want to show an existentially quantified property. When a
mathematician proves 3z ¢(x), he could directly produce any witness @ for this existen-
tial property and prove that, indeed, ¢(#), for then he would have shown 3z ¢(z) with
this witness. For example, to show that there is a number whose cube is less than its
square, a mathematician could start by saying “let me choose 0.5 and show the prop-
erty for 0.5”. Then he could prove 0.5% < 0.52, because 0.125 < 0.25, and conclude that
there, thus, is such a number, i.e., 3z (2> < 22). Proof rule 3r does that. It allows the
choice of any term 6 for x and accepts a proof of ¢(6) as a proof of Iz ¢(x). However
note that the claim “f is a witness” may turn out to be wrong, for example, the choice
2 for z would be a bad start for attempting to show 3z (23 < 2?). Consequently, proof
rule 3r keeps both options ¢(#) and 3z ¢(z) in the succedent.* If the proof with @ is suc-
cessful, the sequent is valid and the part of the proof can be closed successfully. If the
proof with 6 later turns out to be unsuccessful, another attempt can be used to prove
Jz ¢(x), e.g., by applying Jr again with another attempt for a different witness 6.

Rules V1,3l are dual to Jr,Vl. Consider VI, where we have a universally quantified
formula in the assumptions (antecedent) that we can use, and not in the succedent,
which we want to show. In mathematics, when we know a universal fact, we can use
this knowledge for any particular instance. If we know that all positive numbers have
a square root, then we can also use the fact that 5 has a square root, because 5 is a
positive number. Hence from assumption Vz (z > 0 — hasSqrt(z)) in the antecedent,
we can also assume instance 5 > 0 — hasSqrt(5)). Rule V1 can produce an instance ¢(6)
for arbitrary terms 0 of the assumption Vz ¢(x). Since we may need the universal fact
Vz ¢(z) for multiple instantiations with 61, 62, 65 during the proof, rule VI keeps the

*KeYmaera does not actually keep 3z ¢(z) around in the succedent for rule 3r and, for a fundamental
reason [Pla08], does not have to. The same holds for rule V1, where KeYmaera does not keep Vz ¢(z)
around in the antecedent, because it does not have to. That means, however, that if you conjecture 6 to
produce the right instance, and your conjecture turns out wrong during the proof, then you have to go
back in the proof and undo your instantiation with 6.
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assumption Vz ¢(z) in the antecedent so that it can be used repeatedly.

Consider rule 3l in which we can use an existentially quantified formula from the
antecedent. In mathematics, if we know an existential fact, then we can give a name
to the object that we then know does exist. If we know that there is a smallest integer
less than 10 that is a square, we can call it s, but we cannot denote it by a different term
like 5, because 5 may be (and in fact is) the wrong answer. Rule 3l gives a fresh name
s (with all logical variables X, ..., X,, as arguments) to the object that exists. Since it
does not make sense to give a different name for the same existing object later, 3z ¢(x)
is removed from the antecedent when adding ¢(s(X1,...,X5,)).

There are two ways of using the proof rules in Fig.4. One way is to avoid free vari-
ables X; altogether and only choose ground terms without variables for instantiations
6 in Jr,vl. Then the Skolem functions used in Vr,dl have n = 0 free logical variables
Xi,...,Xy as arguments. This case is called a ground calculus, because free variables
are never used and all term instantiations are ground (no free variables).

The other way is to work with free variables and always use some fresh (existen-
tial) logical variable X for instantiation of § every time Jr,Vl are used. This is a free-
variable calculus [HS94, Fit96, FM99] where Jr,VI1 are called «-rules and Vr,d1 are called
§T-rules [HS94], which is an improvement of what is known as the §-rule [Fit96, FM99].
This case is called a free-variable calculus, because instantiations are with free variables.
Later in the proof, these free variables can be requantified [Pla08]. The free variables
X1, ..., Xy in the Skolem terms keep track of the dependencies of symbols and prevent
instantiations where we instantiate X; by a term such as s(Xi, ..., X,) depending on
Xi. The ground calculus and free-variable calculus uses of Fig. 4 can also be mixed.

8 Real Arithmetic

We will see more details on the handling of real arithmetic in a later lecture. In a nut-
shell, QE(¢) denotes the use of real arithmetic on formula ¢. That is, for a formula ¢ of
first-order real arithmetic, QE(¢) is a logical formula that is equivalent to ¢ but simpler,
because QE(¢) is quantifier-free.

Theorem 2 (Quantifier elimination). The first-order theory of real arithmetic admits quanti-
fier elimination that is, with each formula ¢, a quantifier-free formula QE(¢) can be associated
effectively that is equivalent (i.e., ¢ <> QE(¢) is valid) and has no additional free variables or
function symbols. The operation QE is further assumed to evaluate ground formulas (i.e., with-
out variables), yielding a decision procedure for closed formulas of this theory (i.e., formulas
without free variables).

Quantifier elimination yields, e.g., the following equivalence by real arithmetic:
QE(Fz (ax+b=0)) = (a#0Vb=0).
Both sides are easily seen to be equivalent, i.e.

Fdz(az+b=0)<(a#0VvVb=0)
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because a linear equation with nonzero inhomogeneous part has a solution iff its lin-
ear part is nonzero as well. Real arithmetic equivalences can be used in differential
dynamic logic to eliminate quantifiers (or otherwise simplify arithmetic).

With the rule iV, we can reintroduce a universal quantifier for a Skolem term s(X1, ..., X},),
which corresponds to a previously universally quantified variable in the succedent or a
previously existentially quantified variable in the antecedent. The point of reintroduc-
ing the quantifier is that this makes sense when the remaining formulas are first-order
in the quantified variable so that they can be handled equivalently by quantifier elim-
ination in real-closed fields. When we have proven the subgoal (with for all X) then
this entails the goal for the particular s(Xj, ..., X,). In particular, when we remove a
quantifier with Vr,31 to obtain a Skolem term, we can continue with other proof rules to
handle the dynamic modalities and then reintroduce the quantifier for the Skolem term
with iV once quantifier elimination for real arithmetic becomes applicable.

The dual rule i3 can reintroduce an existential quantifier for a free logical variable
that was previously existentially quantified in the succedent or previously universally
quantified in the antecedent. Again, this makes sense when the resulting formula in
the premise is first-order in the quantified variable X so that quantifier elimination can
eliminate the quantifier equivalently. When we remove a quantifier with 3r,VI1 to obtain
a free logical variable, we can continue using other proof rules to handle the dynamic
modalities and then reintroduce the quantifier for the free logical variable with i3 once
quantifier elimination is applicable.

) FQE(YX (B(X) F ¥(X))
W) X, X)) - U(s(Xa, s X))

FQE(EX A(@i F ),

1 iJ
) v, o, rv,

1 X is a new logical variable. Further, QE needs to be defined for the formula in the premise.
2Among all open branches, free logical variable X only occurs in the branches ®; - ¥;. Further, QE
needs to be defined for the formula in the premise, especially, no Skolem dependencies on X can
occur.
Recall abbreviations from Lecture 5:

Ao EO<hAR=HAv=0Ag>0A1>c>0
B, E0<hAh<H
(W= ~g) = (W =v.0/ = —)
And the single-hop bouncing ball formula from Lecture 5:
Apy = [0 =—=g;(?h =0;v:=—coU?h > 0)]|Bp,

We only consider a simpler formula instead:

Ah,v — [h” = _Q]Bh,'u (3)
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Let there be sequent proof:

% App,r20,H = §5°h > 0F By .2 g
aIAhﬂ],’I“ZO Fo<<r<r {::]rAhﬂ,,rEO, [h:=H — %SQ]h >0F [h:=H — %TQ]Bh,U

A, 7>0,0<r<r — [h:=H — §s2Jh > 0F [h:=H — $r%| By,

vl Ap oy, 7>0,Y0<s<r[h:=H — %SQ]h >0+ [h:=H — %TQ]B;M

s Ay, >0 V0<s<r[h:=H — 4’Jh > 0 — [h:= H — 27| By,,,

S ApyE1r>0 = (VO<s<r[h:=H — $s’lh > 0 — [h:= H — 91%|B,,,
i Apy V20 (V0<s<t [h:= H — $5°]h > 0 — [h:= H — $1°| By,
[Ir Apo b [W' = —g&h > 0|B.,

ot F Apy — W = —g&h > 0]Bp.

We just wrote that the left premise closes by ax, except that
Ap o, >0 F 0<r<r

is not exactly an instance of the az rule, so even here we need simple arithmetic to
conclude that 0 < r < r is the same as r > 0, at which point that premise turns into a
literal instance of ax

Apy, 720 F >0

A full formal proof and a KeYmaera proof, thus, need an extra proof step of arithmetic
in the left premise.
The right premise is

AhyU,TZO,H — ngh Z 0 F BH*%TZ,fgt

which, when resolving abbreviations turns into

Ogh/\h:H/\U:O/\g>0/\1>cZO,r20,H—gszh20}—OSH—grQ/\H—grz§H
This sequent proves using Ar plus simple arithmetic for the left branch resulting from
Ar and a little more arithmetic on the right branch resulting from Ar. Finishing the

above sequent proof up as indicated shows that dZ formula (3) is provable.

9 Instantiating Real Arithmetic

Providing instantiations for quantifier rules Jr,VIl can speed up real arithmetic decision
procedures. The proof in Sect. 8 instantiated the universal quantifier Vs for an evolution
domain constraint by the end point  of the time interval using quantifier proof rule V1.
This is a very common simplification that usually speeds up arithmetic significantly. It
does not always work, because the instance one guesses may not always be the right
one. Even worse, there may not always be a single instance that is sufficient for the
proof, but that is a phenomenon that later lectures will examine.
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10 Weakening Real Arithmetic

Weakening rules W1,Wr can be useful to hide irrelevant parts of a sequent to make sure
they do not be a distraction for real arithmetic decision procedures.
In the proof in Sect. 8, the left premise was

App, >0 F 0<r<r

The proof of this sequent did not make use of A4, ,, at all. Here, the proof worked easily.
But if Ay, were a very complicated formula, then proving the same sequent might
have been very difficult, because our proving attempts could have been distracted by
the presence of A ,. We might have applied lots of proof rules to Ay, ,, before finally
realising that the sequent proves because of 7>0 - 0<r<r alone.

The same kind of distraction can happen in decision procedures for real arithmetic,
sometimes shockingly so [Plal0, Chapter 5]. Consequently, it can sometimes save a lot
of proof effort to simplify irrelevant assumptions away as soon as they have become un-
necessary. Fortunately, there already is a proof rule for that purpose called weakening,
which we can use on our example from the left premise in the proof of Sect. 8:

r>0F 0<r<r
WlAhw, r>0F 0<r<r

11 Summary

The differential dynamic logic sequent proof rules that we have seen in this lecture are
summarized in Fig. 5. They turn out to be sound [Pla08]. Yet, the notion of soundness
for axioms that we investigated in Lecture 5 does not directly apply to proof rules. We
will investigate soundness of the proof rules in Fig. 5 in a later lecture. There are further
proof rules of differential dynamic logic that later lectures will examine [P1a08].
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TéF A Tk ¢4, A TEo.A TF®A
S S —Y V) T v W) — A oA
Tk ¢ A T oA T,k A T 6.0 F A
D T,-6F A VD T,oVik A (AD T, 6 AU A
Lok v,A Lo TEA
e @) T oF oA W0 5 5A
G THo.A Tyka PEO.ATGEA o TEA
) —T550ra cut TFA Wh 5 a
% 0
() T (e S (o 2
* 0
I
(L) (o Vv (B)o () HAy " >0 ((VO<t<t (x:=y(£))H) A (z:=y(t))9) ,
(aUB)o Y (TH ) (' =0&H)¢
) [a]é A [Bl6 (o) T2 i Y20 ((Vo<i<t[o:=y(D)]H) - [z:=y(1)]9) |
[aU B¢ 7 [PH]y [/ =0& H|¢
T+ $(6), 3z é(x), A T+ o(s(X1,.., X)), A
G Tr3re@.a ™) T Fvee@, A
T, 6(0), Yz d(z) - A T, é(s(X1, .., Xn)) F A
) T Viswr A ’ @) =T Fe@r a ’
iy TFQEOX @) FU0).A i3 _LFQEEX (B E).A

T, 0(s(X1,.., Xn)) F U(s(X1,.., X)), A Lo F U, A ... 1,0, F ¥, A

!t and 7 are fresh logical variables and (x := y(t)) is the discrete assignment belonging to the solution y
of the differential equation with constant symbol x as symbolic initial value.

20 is an arbitrary term, often a new (existential) logical variable X.

*sis a new (Skolem) function and X, .., X,, are all (existential) free logical variables of Vz ¢(x).

4X is a new logical variable. Further, QE needs to be defined for the formula in the premise.

> Among all open branches, free logical variable X only occurs in the branches T', ®; - ¥;, A. Further,
QE needs to be defined for the formula in the premise, especially, no Skolem dependencies on X can
occur.

Figure 5: Some proof rules of the d sequent calculus
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